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Automatic

annotation of open-

ended responses



How much does it cost you (e.g., in time

and money) to annotate your textual

data (open-ended responses)?
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01 Background

Why do we use auto-annotation?

Reduce cost: the per-annotation cost of ChatGPT is less than $0.003 (Gilardi et
al., 2023)
Fast speed
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Fig 1: Cost and time comparison of GPT-4 and GPT-3.5 with manual annotation estimate per note (Ralevski et al, 2024)



Why do we use auto-annotation?

Reduce cost: the per-annotation cost of ChatGPT is less than $0.003 (Gilardi et
al., 2023)
Fast speed

What factors can affect auto-annotation?

The quality of manually coded data (e.g., ambiguous texts, human errors)
Trained models (e.g., data sizes, data types)

01 Background
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02 Methods

How do we improve the performance of auto-annotation?

Improve  manually coded data quality: double-coded data
Carefully select models

How do we treat double-coded data in auto-annotation?

“Replicate”, “Remove differences”, “Expert resolves”

(Schonlau & He, 2020)

3



Open-ended responses

Human coder 2Human coder 1 Double-coded data
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e “Replicate”: duplicate each response
regardless of whether the two annotations
are identical or different.

 “Remove differences”: remove responses
with disagreements

“Expert resolves” : invite an expert to re-
annotate the responses with disagreements

(Schonlau & He, 2020)

Training and predicting



Apply approach (only necessary in my case)

→ Split data (train & test) →    NLP    →  Train model   →   Predict & Evaluate

03 Workflow
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Consider the
unbalanced issue,

80% + 20%

Tokenize,
Create Corpus,
Create document
term matrix,

R packages:
quanteda

Import model,
Set parameters,
Train on the
training dataset

Overfit issue

Predict on the test
dataset,
Accuracy, F1-score



04 Results

Training time: ca. 1 minute with SVM and XGBoost,
ca.3 hours with BERT (CPU) for ca. 1500 responses.

If the data is double-coded, applying the remove
differences approach and XGBoost are
recommended, and SVM can also be considered.

If the data is single-coded, XGBoost is suggested.

BERT (a large language model) is not recommended
in this case.
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Appendix A
An example code for automatic annotation using XGBoost model
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Appendix B
Approach for dealing with double-coded data
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Thank you!


